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When a target-speech/masker mixture is processed with the signal-separation technique, ideal

binary mask (IBM), intelligibility of target speech is remarkably improved in both normal-hearing

listeners and hearing-impaired listeners. Intelligibility of speech can also be improved by filling in

speech gaps with un-modulated broadband noise. This study investigated whether intelligibility of

target speech in the IBM-treated target-speech/masker mixture can be further improved by adding a

broadband-noise background. The results of this study show that following the IBM manipulation,

which remarkably released target speech from speech-spectrum noise, foreign-speech, or native-

speech masking (experiment 1), adding a broadband-noise background with the signal-to-noise

ratio no less than 4 dB significantly improved intelligibility of target speech when the masker was either

noise (experiment 2) or speech (experiment 3). The results suggest that since adding the noise back-

ground shallows the areas of silence in the time-frequency domain of the IBM-treated target-speech/

masker mixture, the abruption of transient changes in the mixture is smoothed and the perceived conti-

nuity of target-speech components becomes enhanced, leading to improved target-speech intelligibility.

The findings are useful for advancing computational auditory scene analysis, hearing-aid/cochlear-

implant designs, and understanding of speech perception under “cocktail-party” conditions.
VC 2011 Acoustical Society of America. [DOI: 10.1121/1.3559707]

PACS number(s): 43.71.Gv [MAH] Pages: 2227–2236

I. INTRODUCTION

The ideal binary mask (IBM) has been proposed as a

signal-processing algorithm for computational auditory

scene analyses (Wang, 2005), containing the binary values

of 1 and 0 in a time-frequency (T-F) matrix. The spectrum of

the signal/masker mixture is first decomposed in the fre-

quency domain using a bank of gammatone filters (Patterson

et al., 1988) and then the energy is assigned along the time

domain (Wang and Brown, 2006). The IBM is defined as the

comparison in signal-to-noise ratio (SNR) in each T-F unit

[the element of the two-dimensional (2-D) T-F representa-

tion of the target/masker mixture] against a local SNR crite-

rion (LC) [i.e., the threshold in decibel (dB)]: When the

SNR within a T-F unit exceeds the LC, the unit is assigned

the value of 1; when the local SNR is below the LC, the unit

is assigned the value of 0. Thus, an IBM-treated signal/

masker mixture can be synthesized by applying the T-F ma-

trix with the binary values to the original signal/masker mix-

ture (see panels A–D in Fig. 1). In some studies (e.g., Li and

Loizou, 2008), short-time Fourier transform is also used to

decrease frequency resolution at low frequencies and

increase frequency resolution at high frequencies.

Obviously, varying the LC affects the effects of the

IBM manipulation. Brungart et al. (2006) examined the

intelligibility of a mixture processed by the IBM with differ-

ent LCs and different maskers, and reported that there is a

plateau in performance at LC values from �12 to 0 dB.

They suggested that the choice of the LC of �6 dB, which is

located around the center of the performance plateau, is bet-

ter than the commonly used 0-dB LC for improving the

speech intelligibility (also see Wang et al., 2009). Li and

Loizou (2008) varied the LC and got a similar performance

plateau ranging from �20 to 0 dB.

It has been well demonstrated that the IBM signal

manipulation improves the speech intelligibility (e.g.,

Anzalone et al., 2006; Brungart et al., 2006, 2009; Li and

Loizou, 2007, 2008; Wang et al., 2008, 2009; Kjems et al.,
2009). For example, Li and Loizou (2008) found that the

intelligibility benefit brought by the IBM manipulation is 7

dB under speech-shaped-noise masking, 10 dB under modu-

lated-speech-shaped-noise masking, and 15 dB under two-

talker-speech masking. Wang et al. (2009) found that in

normal-hearing listeners, the IBM signal manipulation

improves the speech intelligibility by 11 dB under cafeteria-

noise masking and 7 dB under speech-shaped-noise masking.

Interestingly, the improvement is even larger in hearing-

impaired listeners: 16 dB under cafeteria-noise masking and

9 dB under speech-shaped-noise masking.

Nevertheless, since signals of the T-F units with SNRs

below the LC are removed by the IBM manipulation, the

2-D T-F representation of the target-speech/masker matrix

contains numerous IBM-induced “honeycomb-like” areas of

sudden, audible silences (with the binary value of 0), leading

to that the target-speech sound is interrupted by the temporal

and spectral gaps (Fig. 1). It is known that when an inter-

rupted target sound is filled with another louder sound, the

target sound is perceived as a continuous stream through

interruption. This phenomenon has been called as “auditory

induction,” “continuity illusion,” “perceptual restoration,” or

“phonemic restoration,” which is probably due to an
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enhancement of perceived continuity of target spectrotemporal

energy (e.g., Bregman, 1990; Woods et al., 1996; Srinivasan

and Wang, 2005; Shinn-Cunningham and Wang, 2008; Baskent

et al., 2009). In addition to the perceived continuity, intelligi-

bility of speech can also be improved by filling in speech

gaps with un-modulated, steady-state noise (Warren, 1970;

Powers and Wilcox, 1977; Bashford et al., 1992). Thus, it is

important to investigate whether adding an un-modulated

broadband-noise background with an appropriate SNR can

improve intelligibility of target speech in the target/masker

mixture that is treated by the IBM manipulation.

In this study, the effects of the IBM manipulation on

intelligibility of Chinese target speech under masking condi-

tions were first examined when the masker was steady-state

speech-spectrum noise, two-talker Chinese speech, or two-

talker English speech (experiment 1). And then, the effects

of adding a noise background on intelligibility of target

speech in the IBM-treated target/masker mixture were exam-

ined when the masker in the target-speech/masker mixture

was speech-spectrum noise (experiment 2). Finally, in

experiment 3, the effects of adding the noise background on

intelligibility of target speech in the IBM-treated target/

masker mixture were examined when the masker was either

one-talker speech or two-talker speech.

In the present study, each nonsense sentence was pre-

sented only once. Since in total 36 and 72 testing conditions

were used in experiment 2 and experiment 3, respectively,

and 18 sentences were used for each testing condition, a

large number of speech sentences were required for each of

these two experiments. To satisfy the requirement of the

large sentence numbers, and particularly to guarantee the

quality of the speech stimuli, target sentences in both experi-

ments 2 and 3 were recited by a synthesized voice. In fact,

the artificially voiced sentences sounded very naturally.

II. EXPERIMENT 1: EFFECTS OF THE IBM
MANIPULATION ON SPEECH INTELLIGIBILITY

A. Methods

1. Participants

Twelve young university students (19–25 yr old, eight

females and four males) participated in experiment 1 but not in

other experiments. In this and the following two experiments

(experiments 2 and 3), all the participants, who had spoken

Mandarin Chinese as the native language and had learned Eng-

lish for 7–10 yr, had normal [pure-tone threshold no more than

25 dB hearing level (HL)] and bilaterally symmetrical (no more

than 15 dB difference between the two ears) hearing at frequen-

cies from 125 to 8000 Hz, confirmed by the audiometry. They

gave their written informed consent to participate in the experi-

ments and were paid a modest stipend for their participation.

2. Stimuli

Speech stimuli were Chinese “nonsense” sentences, which

are syntactically correct but not semantically meaningful. Direct

English translations of the sentences are similar but not identical

to the English nonsense sentences that were developed by Hel-

fer (1997) and also used in studies by Freyman et al. (1999) and

Li et al. (2004). Each of the Chinese sentences has 12 characters

(also 12 syllables) including three key components: subject,

predicate, and object, which are also the three keywords, with

two characters (also two syllables) for each (one syllable for

each character). For example, the English translation of one Chi-

nese nonsense sentence is “One appreciation could retire his

ocean” (the keywords are underlined). Note that the sentence

structure cannot provide any contextual support for recogniz-

ing the keywords. The development of the Chinese nonsense

sentences is described by Yang et al. (2007).

FIG. 1. The spectrograms of the fol-

lowing stimuli: A target-speech

stimulus (panel A), the masking

steady-state speech-spectrum noise

(panel B), the target-speech/noise-

masker mixture with the SNR of

�10 dB when the IBM manipulation

was not introduced (panel C), the

IBM-treated target/masker mixture

(panel D), and the IBM-treated tar-

get/masker mixture after the back-

ground noise with the SNR of 12 dB

[relative to the pre-IBM-treated (the

original unprocessed) target speech]

was added (panel E).
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Target speech was spoken by a young-female talker

(talker A) with a median and constant rate. There were

three types of maskers used in experiment 1: Steady-state

speech-spectrum noise, two-Chinese-talker speech, and two-

English-talker speech. All stimuli were recorded digitally

onto computer disks, sampled at 16 kHz and saved as 16-bit

PCM wave files. Acoustic signals were generated using the

24-bit Creative Sound Blaster PCI128 with a built-in anti-

aliasing filter (Creative Technology, Ltd., Singapore) proc-

essed by a computer and presented diotically to the participant

through headphones (Sennheiser HD 600, Dublin, Ireland).

The noise masker was a stream of steady-state speech-

spectrum noise (Yang et al., 2007). The Chinese-speech

masker was a 47-s loop of digitally-combined continuous

recordings for Chinese nonsense sentences (whose keywords

did not appear in target sentences) spoken by two Chinese

young-female talkers (talkers B and C). Each of the two

masking talkers spoke different sentences and the sound-

pressure levels (SPLs) were the same across their speech

sounds within a testing session. The English-speech masker

was a 47-s loop of digitally-combined continuous recordings

for English nonsense sentences spoken by two native North

American young-female talkers (talker D and E).

Calibration of the sound levels of the headphone was

carried out with the Larson Davis Audiometer Calibration

and Electroacoustic Testing System (AUDit and System

824, Larson Davis, USA) with “A” weighting. The sound-

pressure level for target speech was fixed at 60 dB SPL.

3. Ideal binary masking segregation

The procedures of the IBM manipulation used in this

study were the same as used by Wang et al. (2009). Each of

the stimuli (target-speech, maskers, and target/masker mix-

ture) was processed through a bank of 64-channel gamma-

tone filters and with center frequencies ranging from 55 to

7743 Hz on an approximately logarithmic scale. The filter

response was then windowed into 20-ms frames with a

10-ms overlap to produce a matrix of T-F units. The LC was

set at �6 dB. Figure 1 illustrates the spectrograms of the fol-

lowing stimuli related to this experiment: A target-speech

stimulus (panel A), the masking noise (panel B), the target/

masker mixture without the IBM manipulation (panel C),

and the IBM-treated target/masker mixture (panel D).

4. Design and procedures

There were 24 (three masker types: noise, Chinese

speech, English speech; two IBM conditions: without IBM,

with IBM; and four SNRs at each IBM condition) testing

conditions for each participant, and 18 target sentences were

used in each testing condition. The presentation order for the

six masker/IBM combinations was partially counterbalanced

across 12 participants using a Latin square order, and the

presentation order of the four SNRs at each of the combina-

tions was arranged randomly.

For the target/masker mixture without the IBM manipu-

lation, the level of each of the maskers was set at �12, �8,

�4, or 0 dB. For the mixture processed by the IBM, the four

SNRs were �16, �8, �4, and 0 dB when the masker was

noise, and �24, �20, �16, and �12 dB when the masker

was either Chinese speech or English speech. The selection

of these SNRs was based on our pilot experiments.

In a sound attenuated chamber (EMI Shielded Audio-

metric Examination Acoustic Suite), the participant initiated

a trial by pressing a key on the computer keyboard. In the

target/masker mixture, the masker was first presented and

about 1 s later target speech was presented. Both target

speech and the masker were terminated at the same time.

The participant was instructed to loudly repeat the whole tar-

get sentence immediately after all the stimuli ended. The

participants’ performance was scored on the numbers of cor-

rectly identified keywords in target sentences by the experi-

menters who sat outside the chamber using headphones.

To ensure that all the participants fully understood and

correctly followed the experimental instructions, there was

one training session before formal testing. Sentences used in

training were different from those used in formal testing.

B. Results

A logistic psychometric function

y ¼ 1=½1þ e�rðx�lÞ�

was fit to each individual participant’s data, using the Leven-

berg–Marquardt method (Wolfram, 1991), where y is the

probability of correct identification of keywords, x is the

SNR corresponding to y, l is the SNR corresponding to 50%

correct identification (the threshold), and r determines the

slope of the psychometric function.

Figure 2 presents the group-mean percent-correct key-

word intelligibility as a function of the SNR along with the

group-mean best-fitting psychometric functions (curves),

when the masker was noise (top panel), Chinese speech

(middle panel), or English speech (bottom panel). Obvi-

ously, with the increase of the SNR, participants’ keyword

intelligibility monotonically increased. More importantly,

the IBM manipulation shifted the psychometric functions to

the left, indicating a reduction of the performance threshold

and an improvement of target-speech intelligibility.

The psychometric functions in Fig. 2 were used to deter-

mine the group-mean thresholds, which are shown in Fig. 3

for each of the three masking conditions. Clearly, the thresh-

old decreased (intelligibility of target speech was improved)

following the IBM manipulation.

A 3 (masker type: noise, Chinese speech, and English

speech) by 2 (IBM conditions: without IBM, with IBM)

two-way within-subject analysis of variance (ANOVA)

shows a significant interaction between masker type and

IBM condition (F2,22¼ 299.546, p< 0.001). Multiple t-tests

confirm that the IBM manipulation caused a significant

improvement in target-speech intelligibility (making the

threshold l significantly lower) when the masker was noise

(T11¼ 6.895, p< 0.001), Chinese speech (T11¼ 14.879,

p< 0.001), or English speech (T11¼ 9.320, p< 0.001). The

IBM-induced threshold shift was 7.6, 14.9, and 9.3 dB,

when the masker was noise, Chinese speech, and English

speech, respectively.
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III. EXPERIMENT 2: EFFECTS OF ADDING THE NOISE
BACKGROUND WHEN THE MASKER WAS NOISE

A. Methods

1. Participants

Twelve young university students (19–25 yr old, seven

females and five males) participated in experiment 2 but not

in other experiments of this study.

2. Stimuli

Speech stimuli were also Chinese “nonsense” sentences

as used in experiment 1, but target speech was recited by an

artificially synthesized young-female voice (voice O, see

below for details).

The speech-synthesis method based on the hidden

Markov model (HMM) has been successfully used for

achieving the text-to-speech (TTS) transformation (i.e., con-

verting written text into audible speech) (Masuko et al.,
1996; Yoshimura et al., 1999). Free software HTS is also

available (Zen et al., 2007a). In this study, acoustic signals

of target speech were generated by the HMM-based speech-

synthesis system. At first, a Chinese corpus including 6000

sentences with a news-broadcast style, which was both pho-

netically and prosodically rich, was downloaded from the

website (see King and Karaiskos, 2009) and sampled for

model training with a sampling rate of 16 kHz. Using the

method developed by Zen et al. (2007b), some critical pa-

rameters of speech features (including the mel-cepstrum, log

F0, and band aperiodicity measures) were extracted and the

five-state left-to-right HMM structure (with no skip) was

adopted. Then a five-dimensional multivariate Gaussian dis-

tribution was incorporated to model the distribution of the

state duration probability. The context-dependent HMMs for

each stream were constructed using the decision-tree-based

context-clustering method with the minimum-description

length (MDL) criterion developed by Shinoda and Watanabe

(1997). At the synthesis stage, the speech-parameter

sequence for each sentence stimulus was generated from the

corresponding HMMs under the dynamic feature constraints.

Then using the method developed by Fukada et al. (1992), a

speech waveform was synthesized by the well-known algo-

rithm of the Mel Log Spectrum Approximation Filter with

the generated parameters. Finally, an acoustic model was

established by a training procedure using the speech corpus

FIG. 2. Group-mean percent-correct keyword recognition in experiment 1 as

a function of the SNR along with the group-mean best-fitting psychometric

functions (curves), when the masker was steady-state speech-spectrum noise

(top panel), two-Chinese-talker speech (middle panel), or two-English-talker

speech (bottom panel). Solid circles represent the conditions without the IBM

manipulation; open circles represent the conditions under which the target/

masker mixture was processed by the IBM manipulation. In this and follow-

ing figures, the error bars represent the standard errors of the mean.

FIG. 3. Group-mean thresholds for recognizing target-speech keywords in

experiment 1. Black histograms indicate the thresholds under conditions

without the IBM manipulation, striated histograms indicate the thresholds

under conditions with the IBM manipulation.
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with the voice of a selected female talker (talker O). In total

1700 Chinese nonsense sentences with the target voice of

talker O were prepared for this study.

All acoustic signals were generated using the 24-bit Cre-

ative Sound Blaster PCI128 (which had a built-in anti-alias-

ing filter) processed by a computer (Pentium IV processor,

Intel Corporation, Santa Clara, CA) and presented diotically

to the participant through headphones (Sennheiser HD 600).

Calibration of the SPL was carried out with the Larson Davis

Audiometer Calibration and Electroacoustic Testing System

with “A” weighting. The sound level of target speech was

fixed at 60 dB SPL.

Both the noise masker and the noise background were

streams of steady-state speech-spectrum noise (Yang et al.,
2007). Relative to target-speech stimuli, the SPL of the

masking noise was adjusted to produce four SNRs: �6, �10,

�14, and �18 dB. Relative to the pre-IBM-treated (the original

unprocessed) target speech, the SPL of the background noise,

which was added to all the T-F units, was adjusted to produce

eight SNR conditions: �4, 0, 4, 8, 12, 16, 20, and 24 dB. There

was also one condition without the background noise.

3. Ideal binary masking segregation

The procedures of the IBM manipulation used in experi-

ments 2 and 3 were the same as used in experiment 1. Figure 1

compares the spectrogram of the IBM-treated target/masker

mixture without adding the background noise (panel D) and

the spectrogram of the IBM-treated target/masker mixture

after the background noise was added (panel E).

4. Design and procedures

There were 36 (four SNRs for the masking noise, nine

SNR conditions for the background noise) testing conditions

for a participant, and 18 target sentences were used in each

condition. The presentation order for the nine SNR condi-

tions for the background noise was partially counterbalanced

across 12 participants, and the presentation order for the four

SNRs for the masking noise was arranged randomly at each

SNR condition for the background noise.

In the sound attenuated chamber as used in experiment

1, the participant initiated a testing trial by pressing a key on

the computer keyboard. A mixture of target speech and

masking noise, which were processed by the IBM, was pre-

sented to the participant with headphones when a back-

ground noise was either introduced or not.

The performance scoring and pre-testing training in

experiments 2 and 3 were the same as used in experiment 1.

B. Results

Figure 4 presents the group-mean percent-correct key-

word intelligibility as a function of the SNR for the masking

noise, along with the group-mean best-fitting psychometric

functions (curves), at each of the nine SNR conditions for

the background noise. Obviously, with the increase of the

SNR for the masking noise from �18 to �6 dB, participants’

keyword intelligibility monotonically increased.

The psychometric functions in Fig. 4 were also used to

determine the group-mean thresholds. Group-mean thresh-

olds for the nine SNR conditions for the background noise

are shown in Fig. 5. The dash line represents the threshold

for the condition when the background noise was not pro-

vided. A one-way within-subject ANOVA shows that the

thresholds were significantly different across the SNR condi-

tions for the background noise (F8,88¼ 9.795, p< 0.001).

Multiple t-tests show that relative to the condition without

the background noise, adding the background noise signifi-

cantly made the threshold l lower when the SNR for the

background noise was 8 dB (t11¼ 5.615, p< 0.001), 12 dB

(t11¼ 6.077, p< 0.001), or 16 dB (t11¼ 6.948, p< 0.001)

(the a was adjusted to 0.006).

The results of experiment 2 indicate that after the mix-

ture of target speech and noise masker was manipulated by

the IBM, adding a background noise with the SNR from 8 to

16 dB improved intelligibility of target speech in the target/

masker mixture. For example, when the SNR for the back-

ground noise was 12 dB, the improvement of target intelligi-

bility was 1.5 dB.

IV. EXPERIMENT 3: EFFECTS OF ADDING THE
BACKGROUD NOISE WHEN THE MASKER
WAS SPEECH

A. Methods

1. Paticipants

Twelve young university students (19–27 yr old, eight

females, and four males) participated in experiment 3.

2. Stimuli

Target speech sentences used in experiment 3 were also

Chinese nonsense sentences as used in experiments 1 and 2,

and recited by the artificially synthesized young-female

voice (voice O) as used in experiment 2. However, masking

stimuli used in experiment 3 were two types of speech

maskers. The first one was a 47-s loop of recordings for Chi-

nese nonsense sentences (whose keywords did not appear in

target sentences) recited by one young-female talker (talker

B). The second type was a 47-s loop of digitally-combined

continuous recordings for Chinese nonsense sentences

(whose keywords also did not appear in target sentences)

spoken by two different young-female talkers (talkers B and

C) (Yang et al., 2007).

The IBM processing was conducted as experiments 1 and

2. The SNR for the one-talker masker was set as �18, �22,

�26, or �30 dB; the SNR for the two-talker was set as �14,

�18, �22, or �26 dB. Relative to the pre-IBM-treated (the

original unprocessed) target speech, the SPL of the back-

ground noise, which was added to all the T-F units, was

adjusted to produce eight SNR conditions: �4, 0, 4, 8, 12, 16,

20, and 24 dB. There was also one condition without the back-

ground noise.

3. Design and procedures

The design and procedures used in experiment 3 were

the same as used in experiment 2, except that there were 72

(two masker types, four SNRs for the maskers, nine SNR
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conditions for the background noise) testing conditions for

each participant.

B. Results

Figures 6 and 7 present the group-mean percent-correct

keyword intelligibility as a function of the SNR for the

masking noise along with the group-mean best-fitting psy-

chometric functions (curves) when the masker was one-

talker speech and two-talker speech, respectively, for each of

the background-noise conditions. In each panel, the baseline

was the performance when the background noise was not pro-

vided. With the increase of the SNR for the masking noise,

participants’ keyword intelligibility monotonically increased.

Figure 8 shows group-mean thresholds for the nine SNR

conditions for the background noise when the masker in the

target/masker mixture was one-talker speech (upper panel)

or two-talker speech (lower panel). The dash lines represent

the thresholds for the conditions when the background noise

was not provided. A 2 (masker types) by 9 (SNR conditions

for the background noise) two-way ANOVA shows that the

interaction between the two factors on the threshold was sig-

nificant (F8,88¼ 122.464, p< 0.001).

When the masker was one-talker speech, multiple t-tests

show that relative to the condition without the background

noise, adding the background noise significantly made the

threshold l lower when the SNR for the background noise

was 4 dB (t11¼ 4.585, p¼ 0.001), 8 dB (t11¼ 4.438,

p¼ 0.001), 12 dB (t11¼ 6.436, p< 0.001), 16 dB

(t11¼ 5.639, p< 0.001), 20 dB (t11¼ 4.268, p¼ 0.001), 24

dB (t11¼ 6.257, p< 0.001), but not 0 dB (t11¼ 2.936,

p¼ 0.014) (the a was adjusted to 0.006). Also, adding the

background noise significantly increased the threshold when

the SNR was �4 dB (t11¼ 7.919, p< 0.001).

FIG. 4. Group-mean percent-correct keyword recognition as a function of the SNR for the steady-state masking noise in experiment 2, along with the group-

mean best-fitting psychometric functions (curves) at each of the SNR conditions for the background noise. The performance under the condition without add-

ing the background noise serves as the baseline in each of the panels. Solid circles are associated with the baseline condition without adding the background

noise; open circles are associated with the conditions with the background noise being added.

2232 J. Acoust. Soc. Am., Vol. 129, No. 4, April 2011 Cao et al.: Background noise improves speech recognition

Downloaded 01 May 2011 to 142.150.190.39. Redistribution subject to ASA license or copyright; see http://asadl.org/journals/doc/ASALIB-home/info/terms.jsp



When the masker was two-talker speech, multiple t-tests

show that relative to the condition without the background

noise, adding the background noise significantly made the

threshold l lower when the SNR for the background noise

was 8 dB (t11¼ 5.881, p< 0.001), 12 dB (t11¼ 7.039,

p< 0.001), 16 dB (t11¼ 4.541, p¼ 0.001), or 20 dB

(t11¼ 7.212, p< 0.001). Also, adding the background noise

significantly increased the threshold when the SNR was –4

dB (t11¼ 11.119, p< 0.001).

The results of experiment 3 indicate that after the

mixture of target speech and one-talker-speech masker

was manipulated by the IBM, adding a background noise

with the SNR from 4 to 24 dB improved intelligibility of

target speech in the target/masker mixture. For example,

when the SNR for the background noise was 16 dB, the

improvement of target intelligibility was 3.3 dB. How-

ever, adding a background noise with the SNR of �4 dB

had a significant masking effect on intelligibility of target

speech.

FIG. 5. Group-mean thresholds for recognizing target-speech keywords in

experiment 2 for the eight different levels of the background noise. The dash

line shows the group-mean thresholds for recognition of target speech in the

IBM-treated target/masker mixture without adding the background noise.

FIG. 6. Group-mean percent-correct keyword recognition as a function of the SNR for the one-talker-speech masker in experiment 3, along with the group-

mean best-fitting psychometric functions (curves) at each of the nine SNR conditions for the background noise. The performance under the condition without

adding the background noise serves as the baseline in each of the panels. Solid circles are associated with the baseline condition without adding the back-

ground noise; open circles are associated with the conditions with the background noise being added.
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When the masker was two-talker speech, adding a back-

ground noise with the SNR from 4 to 24 dB improved intelli-

gibility of target speech in the target/masker mixture. For

example, when the SNR for the background noise was 12

dB, the improvement of target intelligibility was 1.9 dB. Also,

adding a background noise with the SNR of �4 dB had a sig-

nificant masking effect on intelligibility of target speech.

V. GENERAL DISCUSSION

The results of experiment 1 of this study show that after

introducing the IBM manipulation of the target/masker mix-

ture, intelligibility of target speech in the mixture was

remarkably improved when the masker was noise, Chinese

(native) speech, or English (foreign) speech. More specifi-

cally, the IBM manipulation led to the largest reduction of

speech-intelligibility threshold (14.9 dB) when the masker

was native (Chinese) speech, followed by that of 9.3 dB

when the masker was foreign (English) speech. The smallest

improvement (7.6 dB) occurred when the masker was

speech-spectrum noise. The results are in agreement with

previous studies showing that the IBM manipulation

improves speech intelligibility (Anzalone et al., 2006; Brun-

gart et al., 2006, 2009; Li and Loizou, 2007, 2008, Wang

et al., 2008, 2009; Kjems et al., 2009). Moreover, since noise

masking and speech masking are different in mechanisms

(for the concepts of energetic masking and informational

masking, see Arbogast et al., 2002; Brungart, 2001; Durlach

et al., 2003; Freyman et al., 1999; Kidd et al., 1994; Li et
al., 2004; Shinn-Cunningham et al., 2005; Summers and

Molis, 2004; Wu et al., 2005), the results of experiment 1 of

this study support the notion that the IBM manipulation

mainly reduces informational masking of target speech

(Brungart et al., 2006).

FIG. 7. Group-mean percent-correct keyword recognition as a function of the SNR for the two-talker-speech masker in experiment 3, along with the group-

mean best-fitting psychometric functions (curves) at each of the nine SNR conditions for the background noise. The performance under the condition without

adding the background noise serves as the baseline in each of the panels. Solid circles are associated with the baseline condition without adding the back-

ground noise; open circles are associated with the conditions with the background noise being added.
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As mentioned in Sec. I, since units in the 2-D T-F repre-

sentation of the target/masker mixture are removed by the

IBM manipulation when their SNRs are below the LC,

numerous temporal and spectral gaps (with the binary value

of 0) are introduced into the target/masker mixture. The

results of experiments 2 and 3 show that adding a back-

ground of steady-state speech-spectrum noise further

improved intelligibility of target speech in the IBM-treated

target/masker mixture, regardless of whether the masker was

noise, one-talker speech, or two-talker speech. More specifi-

cally, the reduction of the speech-intelligibility threshold

was 1.5, 3.3, and 1.9 dB when the masker was noise, one-

talker speech, and two-talker speech, respectively. The

results are consistent to previous reports that intelligibility of

speech is improved by filling in speech gaps with un-modu-

lated, steady-state noise (Warren, 1970; Powers and Wilcox,

1977; Bashford et al., 1992).

Providing a noise background with an appropriate SNR

(no less than 4 dB) does not cause a significant masking

effect on target speech, but weakens the abruption of tran-

sient changes that occur in the IBM-treated target/masker

mixture, leading to both the enhancement of perceived conti-

nuity of the target-speech stream (Bregman, 1990; Woods

et al., 1996; Srinivasan and Wang, 2005) and the facilitation

of the formation of the target-speech object. Consequently,

intelligibility of target speech is improved.

It has been known that a 1-dB reduction in the speech-

reception threshold is equal to a 7%–19% increase in the per-

cent correct measurement (Moore, 2007). Since adding a

steady-state noise background is feasible, the speech-

enhancing method established by this study may be useful in

hearing-improving applications, such as hearing aids and

cochlear implants.

VI. CONCLUSIONS

The present study confirms the enhancing effect of the

IBM manipulation on intelligibility of target speech at vari-

ous masking conditions, supporting the view that the speech-

intelligibility improvement is largely due to a reduction of

informational masking. More importantly, the present study

for the first time shows that providing a steady-state speech-

spectrum noise background to the IBM-treated target-speech

mixture significantly improves intelligibility of target

speech, probably due to an enhancement of perceived conti-

nuity of the target-speech stream. Thus, a critical issue in

future studies is whether the combination of the IBM manip-

ulation and background-noise addition is useful for improv-

ing hearing-aid and cochlear-implant devices designed for

listeners with impaired hearing, particularly under noisy,

multiple-voicing conditions.
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